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Abstract—The paper develops algorithms for minimizing the energy re-  Before we introduce the minimum-energy scheduling prob-
quired to transmit packets in a wireless environment. It is motivated by |em. we briefly discuss it within the larger context of packet
the following observation: In many channel coding schemes it is possible to o . . .
significantly lower the transmission energy by transmitting packets over a transm|ss!on protocol_s In erele_ss _networks. REducmg_ energy
long period of time. consumption by lowering transmission power (and thus increas-

Based on this observation, we show that for a variety of scenarios the of- Ing tra_msr_nlsspn time) a_lso reduces interference to other nodes,
fline energy-efficient transmission scheduling problem reduces to a convexresulting in an increase in the overall throughput of the network.
optimization problem. Unlike for the special case of a single transmitter- But, as noted in several previous papers ([10] is a recent refer-
receiver pair studied in [5], the problem does not, in general, admit a closed- . s .
form solution when there are multiple users. By exploiting the special struc- ence), powc.ar control requires the partl_czlp_atlon of all n_OdeS In
ture of the problem, however, we are able to devise energy-efficient trans- the network: Nodes that reduce transmission power unilaterally
mission schedules. For the downlink channel, with a single transmitter and risk suffering a high interference from nodes that do not. Thus,

multiple receivers, we devise an iterative algorithm, called MoveRight, that a network-wide protocol is needed to ensure that users adhere
yields the optimal offline schedule. The MoveRight algorithm also opti-

mally solves the downlink problem with additional constraints imposed by to the physical and link layer algorithms employed for energy

packet deadlines and finite transmit buffers. For the uplink (or multiaccess) minimization or for interference mitigation. While considerable

plroblAem MOV;Rﬁghtt oplt_imallly d?ttﬁfmineus gh(:/l Ofﬂig? E;Ee-ShafintghStChed- research has been devoted to the design of good power control

gihrpr\i’g%ﬁ o ook ehaag rgufg’r?:piopoggg hsnbaniul 3elrjfzenf algorithms for dealing with interference, energy minimization is

competitively with the optimal offline schedule in terms of energy efficiency & more recent problem motivated by the advent of ad hoc and

and delay. sensor networks. It is the goal of this paper to develop algo-
rithms for energy-efficient scheduling in a wireless environment,
building upon the approach taken in [5].

I. INTRODUCTION AND PROBLEM FORMULATION

- . . . % Minimum-Energy Transmission Scheduling Problem
The energy-efficiency of computing, signal processing an

communication devices is key to the widespread deploymentror concreteness, consider the downlink channel in a wireless
of wireless networks, especially of sensor and mobile ad h@gtwork involving a single transmitter and multiple receivers.
networks. On the networking side, several recent papers haygppose that/ packets arrive at the transmitter at random times
proposed methods for conserving energy. For example, [1] pro-in the interval0, T'] destined for one af receivers. The node
poses a randomize(_j algorithm that allows nodes in a dense w'qgefequired to transmit all/ packets within the intervad, 7] .

less network to switch between on and sleep modes so assffce the transmitter knows the destination of each packet, we
trade-off topology maintainence with energy conservation, [4hay assume, without loss of generality, that the energy required
proposes a method for empirically measuring the energy cog-transmit packet overr units of time is given by the energy

sumed by a node in an ad hoc network by monitoring its PoWginctionw (). Thew;(r) are assumed to satisfy the following
consumption, [5] considers the problem of minimizing the trangnditions:

mission energy of a wireless node and presents “lazy” schedules
that trade-off delay for energy; and, [9] studies the problem df wi(T) > 0.

constructing energy-efficient multicast and broadcast trees. 2. wi(7) is monotonically decreasing in
. . o 3. w;(7) is strictly convex inr.
This paper studies the problem of minimizing the energy rer () is continuously differentiable and its derivativé; (1)
quired to transmit packets over a wireless network based on 6 4s to— o asr tends to 0.

following observation [5]: In many channel coding schemes,

lowering transmission power and increasing the duration dfe first three conditions have been justified in [5] by consider-
transmission leads to a significant reduction in transmission éAg some channel coding schemes. The last condition is a tech-
ergy. In particular, it was observed that for a given channel cofiical condition introduced here for ease of exposition. It is not

ing scheme ifw(7) is the energy expended for transmitting a
9 ( ) gy exp 9 1The imposition of a strict deadling;’, by which all transmissions had to

paQKGt over umtg of time, th.enU(T) 1Sa non-n_egatlve, MONO- terminate was intended to capture several realistic wireless scenarios (see [5] for
tonically decreasing, and strictly convex functionrof further details).
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required for the proofs, since strict convexity implies the exiexplicit solution. For example, in the downlink problem there is
tence of right and left derivatives and one can work with thesa.significant difference: the;(-)s are not all identical. This is

The last condition is also not artificial since it is satisfied by sebecause scheduling must be simulatneously done for the differ-
eral channel coding schemes. For example, optimal coding ot channels between the transmitter and each receiver. These
an additive white Gaussian noise (AWGN) channel with noisghannels could possibly give rise to different packet transmis-
power N vyields the energy functiomN(2¥ — 1) for a B-bit  sion energy functions. For example, this occurs when the re-
packet, which clearly satisfies condition 4. ceivers are not equidistant from the transmitter. Since signal
attenuation depends on the distance between the transmitter and

Let s; be the start time of thé” packet’s transmission and . . . .
each receiver, the energy required to transmit a packet reliably

7; be its transmission duration. Tleausalityconstraints; > t; =~ . ) ) .
ensures that the transmission of a packet cannot begin befbtdme 7 will be different for the different receivers.

its arrival time. Even though it is not necessary for minimizing This makes it impossible, in general, to obtain explicit solu-
energy that packets be transmitted in the order of their arrivatins for the optimal offline minimum-energy schedule in terms
it is easy to see that any set of transmission times that satisfythe {¢;}s as was possible before. Of course, one could use
the causality constraints and the overall deadline constfaintgeneral convex optimization techniques to solve the above prob-
for some packet transmission order also satifies them when tem numerically. However, we note that the problem has special
packets are transmitted in the order of their arrivals. Thus, witetructure, making it amenable to special methods. In particular,
out loss of generality, we can assume thatd¢hare monoton- its cost function is the sum of several convex energy functions,
ically increasing ini. With this assumption the deadline con-allowing us to perform local optimizations efficiently. Further-
straint requires thaty; + 73y < T'. A vector of transmission more, the individual energy functiortecreasanonotonically,
times and transmission duration paif$s;,7;),« = 1,..., M} allowing local optimizations to be one-sided — namely, to the
that satisfies the above conditions will be callddasiblesched- right. These special features are exploited in developing the
ule. We are now ready to state the offline energy minimizatidoveRight algorithm, which finds the optimal schedule effi-
problem. ciently.

Given: The MoveRight algorithm also solves several other convex
) ) ] optimization problems related to determining offline energy ef-
a. a vector of packet arrival timegt;,i = 1,..., M}, where ficient schedules in wireless networks. These include the fol-

t1=0,% <tiy1,andty <T,and lowing scenarios:
b. energy functions;(7) which, for each € {1, ..., M}, sat-
isfy the hypotheses 1-3 mentioned above; a. The downlink problem.

find a feasible schedule so as to minimize the total transmission ' "€ optimaltime-sharingschedule for the uplink multiac-

energy: "M wi(r;). cesg problem.
= c. All of the above scenarios when packets have individual

We note that the convexity of the;(7) makes this a convex deadlines before which they must be transmitted. The dead-
optimization problem with linear constraints. For the specidihes may be different for each packet, but must satisfy some
case of a single receiver, the;(-)s are identical, say equal toconditions as stated later.
the functionw(-). In this case, the problem was solved explicithd. All of the above scenarios when the transmit buffer has a

in [5], yielding the following optimal offline schedule: finite size of B.
r=my if kjo1 <i <k, (1) Additionally, by employing a look-ahead buffer, the optimal
offline schedule determined by the MoveRight algorithm can be
wherem; andk; are obtained recursively as follows. Liet = used for online implementation. In this case, we show that a
0, and define much faster version of the MoveRight algorithm, which we call
; MoveRightExpress, can be used to schedule the buffered pack-
m; = max {ﬂ} and ets. Of course, use of the look-ahead buffer would impose ad-
ke{l..M}" K ditional delays, but energy-efficiency requires one to trade-off
ki = max{k: tey1 = mi) an increase in delay for a decrease in energy consumption. The
k trade-off would be worth it if a small increase in delay leads to

a significant reduction in energy. Previous work [5] shows that
this is indeed the case for the single transmitter-receiver pair. In
this paper we find that a small amount of look-ahead can lead

Forl1 <j<J,let

tr. — 1.
{ kj+k+1 — thj41 } and

mj+1 = ke{lmal\);fk'} A to a substantial reduction in energy in the scenarios mentioned
[RERS] J
above.
Ukj+k+1 — k1
k‘j+1 = kj—}—max klf:m]q_l ,

e 2Recall that the uplink problem involves multiple users transmitting to one
whereJ = min{j : k; = M}. receiver using multiple access schemes. Information theory [2] tells us that
Unfort telv. for th | . Vi ltipl time-sharing is not optimal for the general multiple access problem. We may
nrortunately, for the genéral case INvolving mulliplé US€rgeyertheless seek the optimal time-sharing schedule, similar to other work in

the convex energy minimization problem does not admit such &t networking literature on the multiple access channel [6].
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B. Organization of the paper the algorithm MoveRight.

Continuing, setr} to be the transmission time of the first

Sgction . deve!ops the MoveRight.aIgorithm fpr optimally acket obtained after optimally increasisfyas above, and reset
solving the downlink offline transmission scheduling proble 10 by decreasing it by an amount — 0.

and contains the main results of the paper. Section II-A pro=
vides the proof of optimality and Section 1-B discusses the al- Now consider the second and third packets. Again keeping
gorithm’s worst-case complexity, implementation issues, and it8 + 73 fixed, increase3 to s; optimally, and hence obtair .
fairness properties. Section II-C shows that MoveRight can al&@setrs by reducing it by an amount; — 73, and proceed to
find the optimal offline schedule for scenarios involving deadbtain7/, fori = 1, ..., M. This completes the firgiassof the
lines for individual packets and finite transmit buffers. Sectio@lgorithm. Continue to make additional passes and terminate the
1l discusses offline transmission scheduling for the uplink protglgorithm after pas#’, where

lem. Online scheduling using look-ahead buffers is presented in
gusing P K = min{k: 75 = 7571 foralli,i = 1,.., M}.

Section IV.
A pseudo-code for the algorithm is given below.
II. AN OPTIMAL ALGORITHM FOR THE OFFLINE k = 0;
DOWNLINK SCHEDULING PROBLEM flag = 0;
for i =1:M

We develop the MoveRight algorithm for determining the op- 72 = ;1 — s;;
timal offline schedule for the downlink problem. After intro-end
ducing the algorithm, establishing its optimality properties anghi | e fl ag==0
analyzing its complexity, we shall show how it applies to other k=k+1;
situations of interest. for i=1: M1

[Tik,TikJrl} =best ([Tik_

en
[ Th == k-1

Using notation introduced in the previous section, consider Lt sfD;
the problem of transmittingl/ packets that arrive at times
{ti,i = 1,..., M} during the period0, 7], and as before, we
assume; = 0. For notational convenience, sef;y; = T.

Let s; be the time the!” packet starts transmitting and let

be the duration of its transmission. A schedule is feasible if {f'°

is causal:s; > t; for everyi; and all packets are transmitted Herebest ([«/~",7F7',4, s¥]) returns the optimal transmission

within the interval[0, T]: 7 + -+ + 7y < T. Itis easy to see durations when the total transmission duratiomfis' + /7'
thatr, +---+7y = T is anecessary condition for the optimal-and the energy functions aug (-) andw; 1 (-). Howeverbest
ity of the transmission time¢r; }. Otherwise, we may simply also keeps in mind the causality constraint tfag- 7+ > 51,

increase some of the; and reduce total energy (observe that

flag=1;
end

increasing transmission times does not hurt the causality con- 0 t s T
straint). This reduces the causality constraint for all schedulesarrival times ! =
which satisfyﬁ +---+1my=Tto Z?:l T > tj+1. Q% \\\\ sl

We are required to find a feasible schedule so as to minimize ~ Pass1 -
the total transmission energi::f‘i1 wi (7). Ry

Pass 2
The MoveRight Algorithm: The main idea of the MoveRight
algorithm is to iteratively move the starting times of packet
transmissions to the right, one packet at a time, so that each
move locally optimizes the overall energy function. As we shall
see, this iterative local optimization leads to the globally optj&. Proof of optimality
mum solution.

The algorithm proceeds iteratively. Initially, the start-times We first establish the following lemma in the absence of
of all packets are set equal to their arrival times; thatfs= causality constraints.

tj,i=1,..., M, and we set the transmission duration of packet  emma 1: Consider two packets, 1 and 2, to be transmitted
itor) = s, — 7. Now consider the first two packets. Keepin the time intervals, t]. Packet 1 is to begin its transmission at
ing 77 + 75 fixed, we moves to s; (see Figure 1), where times, while packet 2 is to end its transmission at timéetuw;

s € [s7, 9] is the point which minimizes the sum of the transandw, be the transmission energy functions for packets 1 and

mission energies of the first two packets. Note tab s§ nec- 2, respectively, and assume that they satisfy conditions 1-4, then
essarily, and therefore the start-time of packet 2 can only mopg: following hold.

to theright. In this simple case it is easy to see that leftwar
movements of the start time of packet 2 would violate the causal-
ity constraint, and are therefore not allowed. We prove that, 1 Let s be the start time of the second packet’s transmission
general, leftward movements are not necessary, and hence namihe optimal schedule. Thehincreases when increases,

2
2

=
W

i

Fig. 1. lllustration of the MoveRight algorithm fGr packets.

The optimal transmission times are unique.
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holdingt fixed. The same is also truetiincreases and is held The main idea of the proof is to first show that, for edch

fixed, and also if both andt increase. s¥ is non-decreasing ik and that it is bounded above by"".
k o) N i i _
3. If the total time¢ — s, decreases (increases) then the transTg?r?fore eac}ai T si°. We finish by establishing thag® =
mission durations of both packets decrease (increase, respéc-’ or every:.
tively). Theorem 1: Let*, s, 59" be as defined before. Then
. . k k+1
Proof Let; andr, be any transmission transmission schedufe Si < Sgpt .
suchthatr + 75 =t — . 2.8, <8 .
3. 550 =77

1. Minimizing the strictly convex functiow (1) +ws (t — s —
71) over0 < 7 <t — s will yield the optimal schedule, which Proof

will obviously be unique given the strict convexity. 1. Recall that the algorithm works in passes: For each fixed
2. Consider the case wherincreases ta’ andt is fixed. Let k, the algorithm determines} by increasing from 1 through
7P andr} denote the optimal transmission times for the first/. Because of the causality constraint, it follows trivially that
packet over interval$s, ] and[s', ¢], respectively. Note that s} < s; foreachi,i = 1,2, ..., M (recall thats? = t;).

wy (T7PY) — wy(t — s — 77') = 0, wherew denotes the first Suppose that' > 1 andk’ > 1 are the first time that there is a
derivative. violation; thatis,s%" > s* 1. Since this is the first instance, we
Because the energy functions are strictly convex, their derivigaye thatgig’_l < Sf,’jll andsf,:f < 551+1-

tives are strictly increasing. Therefore, since: s’, it follows

. . ! k/_l k/ 1 ! .
thats (77— s/ —07) > iy (r77) iy (1= s—ri?) = conoioer e intervalisy sy andlag - s The firt
0. Similarly, w, (777" — (s' — 8)) — wa(t — s — 77") < 0.

interval determined the boundaries within which the MoveRight
We wish to findr so thatw;(7) — wa(t — s’ — 7) = 0. The

algorithm would place? , the start-time of packet in the k'th
above two statements and the uniqueness of the optimal v

i
ass. Likewise the second interval determines the boundaries
allow us to conclude that’™" — (s' — s) < 7+ < 777", or that

BFpIacing the start-time of packet in passk’ + 1. The in-
. . equalities in the previous paragraph imply that each boundar
"' + s < ¥ + s'. This proves the claim. a P paragrep ol y

. ) . oint of the second interval is to the right of the correspondin
The case whenincreases can be established similarly. The Iag g P g

L . ) . 'i)undary point in the fi rst interval. Given this, the modified
case can be handled by first increasirand then increasing version of part 2 of Lemma 1 impliest < 4 This con-
G X i .

3. Opserve that Fhe optir_nal transmission durations are just,agicts the assumptioaf,' > sf,’“ and hence property (1) wil
function of total time availablet — s, and do not depend on

the absolute values af and¢. Hence a decrease in— s can

be made equivalent to increasingo s', say, while keeping 2. As above suppose thét > 1 andk’ > 1 are the first time
fixed. From above we have” — (s' — s) < 7+ < rP'. that there is a violation; that is;}, > s?P'. (For reasons as
Sincer; < "', we have that the transmission duration of thebovek’ = 0 will not violate.)

- : Y t K- t
first packet decreases. For the second packet we need to sR@Rin, as before, we obtaist;_;, < s, ands} | < si¥/,.

thatt — s — " > t — &' — 7. This readily follows from Notice that the boundary points of the interfal 5% ]

™" — (s' = 5) < 7{. The case when— s increases can be are each to the left of the corresponding boundary points of
handled similarly. B [s97), 5P ]. Again by part 2 Lemma 1 we must hav§ <

We now introduce causality constraints to Lemma 1, which wilsl?,”t. This contradiction shows there can be no violation.

be needed in the proof of Theorem 1. Note that with no caus@.— Letr® = limy,o0 75 = 52, — 52°. Note that the vectors

ity constraints, the start-times are unconstrained and the ener? > qrrort f ¢ d points for the MoveRiaht algorithm:
optimal start time of packe can be to thdeft of (or earlier 17i } and{;*"} are fixed points for the MoveRight algorithm:

than) its arrival time. Of course, this can violate the causaliﬁ/ass_l’_'ﬁ_g t_hem on;:e i?rom;ghdtr}_e _r;\_lgontshm do‘TS no; aIteL anﬁ/ en-
constraint. However, it is not hard to see that, in this case, thy: IS iS true of{7}, by definition. Since alterations by the

optimal start-time for packetis in fact equal to its arrival time. MOVeRight iltgonthm only result in energy reduction, the opti-
Thus, part 1 of Lemma 1 holds with causality constraints. P

always hold.

ality of {r;"" } ensures that it will be a fixed point. From part
2 needs to be modified to: 2), we haves® < 9% foralli = 1,..., M + 1, with equality

. H : __ .opt
2. Let3 be the start time of the second packet's transmissimld'ngﬂ";‘t both the boungarlis; Also, fromy, | = sy, We
in the optimal schedule. Thendoes not decrease whens in-  have} ;= 7>° =T =377, 7. .
creases, holding fixed. The same is also truetifncreases and We will argue by contradiction and hence let us assumejthat

s is held fixed, and also if bothand increase. min{i > 1: 77 < 7", 778, > 71} Itis easy to see from the
. . _ definition of j that,s3%, < s5%,. Therefore, it follows from the
Now suppose there afdl packets and lety’, ..., 7y, be their feasibilty of s>, that the causality constraint did not play any

transmission durations after tié" pass of the MoveRight al- t

_ ™ role in the placement of°?",. The same however cannot be said
gorithm. Letst = 0,sF = Z;:ll my fori = 2,3,.., M and P 4l

1 - o : - of s73,. Thatis, the pairwise optimization of the transmission
let s,,, = T. Letr{™, ... ,7); be the optimal transmis- durations of packetgand; + 1 could have yielded a start-time
sion times, which exist because of the convexity of the problegy s*,, for packetj + 1. However, packef + 1 was forced to

opt ) . . .
and the compactness of the search spaces{#t= 0, s;" = pegin transmission only ats ,, due to causality constraints. It

i—1 . M
Sy TP fori =2,3,.., Mandletsif,, =T =3 ;7 77", follows thats?,, < s3%,.



INFOCOM 2002 5

Letr; = sj,, — sj° andry; = sj5, — s, We haver; < Lemma 2: Suppos@/ packets with identical energy func-
™ < Tjopt andr?,, > 7%, > T]?f;' Therefore, tions arrive at time 0 destined for a single receiver. kgbe the
start-time of thei” packet after the:*" pass of the MoveRight
< Lovt andr;,, > T;ﬁ. (2) algorithm, and lef|s* — s°7|| = max; [s} — 9P|, Then, given

ane > 0, ||s* — s?!|| < efork ~ O (%) whereA s

We will now obtain the contradiction. First, supposg ; +
is the largest eigenvalue of the matrix exhibited in the Appendix.

77 < 7P+ 777 Inthis case from part 3 of Lemma 1 it follows

thatr; < T]?Pt andr;,, < T;ﬁ_ Next suppose;,, + 7} > Numerical evaluation of the above bound for valued:btip to

1.7
7P + 77P'. Then, by exactly similar arguments, it follows that! 000 suggests growth rate i " passes.

> T]?Pt andri,, > Tffl Finally, suppose;,, + 7} = Simulation shows that the run time and number of iterations

Tjoﬁ + rj‘.”’t, Then, by part 1 of Lemma 1, it follows that = taken by the MoveRight algori_thm are comparable (in terms of
ort gndrt . — 7Pt In all th h tradict 8rders) when the energy functions are all identical, as compared

7 andrig = 74 In alliree cases we nave contradicled iy the case when they are distinct.

equation (2) and proved the theorem. |

We considered 700 packets arriving at tifeto be sched-
. ) ) uled for transmission durinf§, 1000]. Table | shows the num-
B. Properties of the MoveRight Algorithm ber of moves, passes and the run-time of MoveRight when all
700 packets have equal energy functions. The algorithm was
Egrminated when the total energy was within a certain percent-
age, denoted by % Opt in Table I, from its optimal value. Then
X . . . Sve allowed each of the 700 packets to have an energy function
sense. Consider two different sets of arrival timés,} and )
chosen from a set of 10 types uniformly at random. The corre-

{#;}, whose optimal schedules are identicalt If< #;, for ev- sponding results are tabulated in Table Il. The simulations were
eryi, ands; ands’; are the corresponding start-times after thﬁerformed on a Pentium 11l 800 MHz machine

k'™ pass of the MoveRight algorithm, thefi < s'¥, for every
1 andk. Therefore, when the MoveRight algorithm converges
for the first input, it would have automatically converged for the

1. An ordering on arrival times: Because the algorithm moves
start-times monotonically to the right, the worst-case inpu
(packet arrival times) are easily identifiable in the followin

[ % Opt. | No. of Passeg Run-time (sec)]

second. We may therefore say that} is worse thar{t}}. This 10 85085 132.8
ordering can be used to determine the complexity of the algo- 5 85609 133.4
rithm, as described next. 1 86059 133.9
2. Computational complexity: From part 2 of Theorem 1 we 0.1 86164 134.0
know that the MoveRight algorithm does not change the start- TABLE |
times of packets which are restricted by the causality constraint THE NUMBER OF PASSES AND THE RUNTIME OF MOVERIGHT FOR
under the optimal schedule; that is, packetsch thak 7' = ¢;. PACKETS WITH EQUAL ENERGY FUNCTIONS
Call these the “immovable packets”. The immovable packets
have an interesting decoupling property: movements of packets
to their left do not influence movements of packets to their right.
Thus, the packets that move can be broken down into bands at || % Opt. [| No. of Passeg Run-time (sec)]|
whose end points there are immovable packets. 10 175425 240.1
The rate of convergence of the MoveRight algorithm is deter- S 186397 2516
mined by the rate at which packets in the slowest moving band 1 199081 264.9
will converge to their optimal positions. So, how fast does the 01 203084 269.0
slowest-moving band converge? TABLE Il
Observe that the start-times of packets within each band are THE NUMBER OF PASSES AND THE RUNTIME OF MOVERIGHT FOR
not affected by the causality constraint. Therefore, their optimal PACKETS WITH DIFFERENT ENERGY FUNCTIONS

start-times will be the same as determined by the MoveRight al-
gorithm, assuming that the movable packets within a band all
arrived at the beginning of the band! But, by the previous dig. Algorithm implementation: The main computational mod-
cussion on the ordering of arrival times, this last set of arrivgfie in the execution of the MoveRight algorithm is thet rou-
times represents the worst-case as far as the convergence ofith€ which involves just two individual energy functions. For
MoveRight algorithm is concerned. each pair of energy functions, tiest routine can be imple-
Although the worst-case inputs are identified, without knownented via a precomputed lookup-table, resulting in significant
ing the explicit form of the energy functions, it is difficult toSPeedup. Note that, by comparison, general convex optimization
bound the worst-case number of iterations of the MoveRight dn€thods that do not exploit the special structure of the problem
gorithm. However, assuming the energy functions are identic4Puld need to perform a significant amount of computation at
(the single receiver case), yields the following lemma, who&&ch iteration.

proof is presented in the Appendix. 4. All packets available at the origin: An important special
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case is when all of thé/ packets are available at= 0. This sayB (1 < B < M), itis not allowed to simultaneously buffer
situation is particularly relevant for the online implementatiomore thanB packets. (We include the packet currently being
of the MoveRight algorithm via a look-ahead buffer, and for thransmitted for determining the buffer occupancy at any time.)

discussion on fairmess to follow next. A transmission schedule under the presence of a buffer of size

Observe that none of the packets is constrained by causal3 is valid if, and only if, for everyi, packets andi + B never
ity: their start-times can be anywhere [y 7). Number the reside in the buffer simultaneously. This translates to the fol-
packets 1 throught and letry, . .., 7as be the optimal schedule lowing constraint on the departure timé; < ¢;, 5. Rewriting
as determined by the MoveRight algorithm. We claim that arthe last constraint a&; < t; + (t;+5 — t;), we see that this is
other numbering of the packets will also lead to each of theeguivalent to the previous case when = ¢, g — t;. Note that
having thesametransmission durations. To verify the claim,if packets arrive in batches, then it is possible that the optimal
simply note that cost function we're minimizing {5, w;(7;) schedule may be to set one or more transmission durations to 0
subject to the constrairt_, 7; = 7. Given the strict convex- (thereby incurring infinite energy expenditure), if it is to satisfy
ity of the cost function (and hence the uniqueness of the optintak buffer constraint. This can be addressed either by dropping
schedule), the solution of this problem is identical to the solutigmackets or by disallowing batch arrivals.
of the problem:

S 1. OFFLINE SCHEDULING FOR THEUPLINK PROBLEM
Minimize: Zwﬁ(i) (T (i)
i

The uplink or multiaccess wireless channel consists of multi-

subject to: Z Tr) = T, ple transmitters and a single receiver. In general, users transmit
i simultaneously causing their signals to interfere at the receiver.
for any permutationg, of the numbers 1 through M. The optimal rates at which the users can simultaneously transmit

. ) . has been determined for fairly general channel modegs,the
5._ Fairness: F_or concreteness, con5|der_ the do_vvnllnk problemygitive White Gaussian Noise (AWGN) channel (see Chapter
with two receivers. Suppose the transmit duratidsy, of all 14 of [2]). The multiaccess offline scheduling problem involves
packets are computed using the MoveRight algorithm. If, at thee getermination of time intervals and transmission rates obey-
start of a new transmission, packets for both receivers are S|miwg causality constraints. To make the discussion concrete we

taneously presentin the transmit buffer, then the packets may\pfi assume the AWGN multiaccess channel model and restrict
transmitted in any order without affecting the energy-efficiency rselves to two transmitters.

This follows from the previous discussion point. Thus, when o _ ) )

packets destined for different receivers are present in the bufferVVe assume that in timethe first transmitter wishes to trans-
in the interests of fairess, we may transmit packets in a rourf@it @ B -bit packet while the second transmitter wishes to trans-
robin fashion as opposed to a first-come-first-served order. THUt @ B-bit packet. We letv; andw, be the received energies

overall expenditure of energy is identical in both cases. for users 1 and 2, respecively. Assuming receiver noise power
N, it can be shown thai; andw, must obey the following

C. Extensions of the MoveRight Algorithm conditions for some > 0 for reliable communication to take

place
Throughout this section we assume that thereMdrpackets 2By /r
to be scheduled in an offline fashion, given the arrival times of wy > T(N@27VT —1) +e)
the packets. We will show how the MoveRight algorithm can be wy > T(N(2*B/T 1) +¢)
used to arrive at the optimal offline schedule. wy +ws > (NPT 1) 4 ),

1. Packets have individual deadlinesPacketi, i = 1, ..., M, ) )

arrives at time; and must be transmitted by time+ D;, where Moreover, any(w, w,) pair that satisfy these bounds can be
D, > 0is the deadline for packét Equally, ifd; is the departure achiéved (with some probability of error that can be made as
time of packeti, thend; < t; + D;. The D;'s are allowed Small as needed by proportionally increasig, B, and)

to vary across packets. However,+ D;, will be assumed to USing simultaneous communication. Figure 2 plots the bound-

be monotonically increasing with Observe, that these impose?’y Qf (w1, ws) pair; Satisfyiqg these c_onditions. If instead we
additionallinear constraints on the energy cost-function. restrict ourselves ttime-sharingtransmission schemes, where

o ) ) . the users do not transmit simultaneously, we can only achieve
The only modification to make in the MoveRight algonthm(w1 ws) pairs satisfying

is to change thbest subroutine. The modifiebdest subrou-
tine simply takes into account the individual packet deadlines
before returning the optimal transmission durations of two adja-
cent packets. It can be shown, but we omit it here due to lack
of space, that the convergence and optimality properties are
served under this modification.

ar(N(22B1/(am) _ 1) 4 ¢)
ar(N(2282/(07 1) 4 ¢),

w1

(AVARAVS

w2

Riffiereq e [0, 1] is the fraction of timer the first user transmits
anda = 1 — a is the fraction of time the second user transmits.
2. Finite transmit buffers: Consider the downlink problem, The boundary ofw;,w,) pairs satisfying these conditions is
where one transmitter is to send each of fepackets to one also plotted in Figure 2. Note that the boundary of the time
of n receivers. When the transmitter has a finite buffer of sizeharing region meets that of the optimal region at a single point.
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ets for departure in the intervl, 2L]. Meanwhile, buffer the
\ packets arriving ifL, 2L] and schedule them for departure in
! the interval[2L, 3L]. Proceeding in this fashion, packets arriv-
| ing in the interval[(m — 1)L, mL] are scheduled for departure
! using the MoveRight algorithm in the intervah L, (m + 1) L].
\ Call this scheme the “static look-ahead scheme”. We shall now
\ see that property 4 of the MoveRight algorithm vastly simpli-
\ fies the scheduling complexity of the static look-ahead scheme,
\ yielding the following algorithm.

A .
Wo \

Te-e The MoveRightExpress Algorithm: Suppose there aré/

TN(22B2/7 _ 1) @--------------- ; — packets in the look-ahead buffer at timel, to be scheduled

! for transmission in the intervdinL, (m + 1)L]. Let there be

1 ny,...,ng packets destined for receivers 1 throughrespec-

PN(22B14B2)/7 _ 1) w, Flvely. According to property 3 thesg pqckets may be scheduled

Fig. 2. Achievable ) region for the AWGN multiaccess channel, Th e|n any order. Therefore, by reordering if necessary, we may as-

19. 2. ev w1, W2 | ultl . . . P

solid line represents the boundary of the optimal achievable region, whidme the f_OHOW'ng order on the packets: all pgckets for receiver
the dashed line represents the boundary of the region achievable using tin@ppear first, followed by all packets for receiver 2, and so on,
sharing. with the packets for receivdl appearing at the end.

\/

Suppose that all packets are of equal lenigtSince the en-
) ) _ ergy functions of the firsk; packets are all equal t@,, we
The scheduling problem for the multiaccess channel involvgg,y assemble these packets into a “superpacket”. The energy
the minimization of the total transmitted energy. First we disynction of the superpacket & (1) = n; wi (Z). Likewise
cuss the problem of minimizing the energy needed to send tWgsemble the packets for the other receivers into superpack-

packets in timer. Assuming path loss factors > 0 for user ats with corresponding energy functiofi§;(r) = n; wi(Z),
1 anday > 0 for user 2, the total transmitted energy can bg_ o g "

expressed ag,w; + axws. In the symmetric case.e., when ) ]
a; = as, it can be shown that time sharing achieves minimum Now run the MoveRight algorithm on thesé superpack-

total energy. Specifically the following lemma holds. et_s to optairﬂ}, ..., Tk as the optimal transn_"nission durqtions.
) Given this and the fact that the packets destined for a single re-
Lemma 3: For the AWGN multiaccess chandgl and Bz cejver must all have the same transmission duration (they have
can be reliably transmitted in timeat total minimum energy us- jgentical, strictly convex energy functions), it follows that the
ing time sharing. In this case: +w, = TN (2*(P1452)/7 —1). y54ima| transmission durations for the packets of receiver 1
This lemma can be used to show that a time-sharing multiacc@sg 2. Likewise, the optimal transmission durations for the
offline schedule exists that achieves minimum total energy. Sughckets of receivei are nl Having determined the optimal
optimal time-sharing schedule can be obtained by simply mergehedule for all the packets, another application of property 4
ing the packets of the two users and using the optimal offlineplies that they may be transmitted in any order in the interval
schedule for a single user. Unfortunately when# a», time [mL, (m + 1)L].
sharing is no longer optimal for the offline multiacess scheduls . . . Lo .
emark: It is worth noting the reduction in complexity

ing problem. However, the optimal time-sharing offline sched ;.. o 4 by the MoveRightExpress algorithm over the basic

ule can be_obtamed_ by merging the packets and then apply'l@%veRight algorithm. From depending on the total number of

the MoveRight algonithm. packets ), the MoveRight Online algorithm’s complexity only
We omit the proofs of Lemma 3 and the fact that time-sharingepends on the number of receiveis,

is optimal wheru; = a2 due to limited space. As a comparison, we ran MoveRightExpress for the scenario

of Table II. The results are tabulated in Table Ill. A comparison
IV. ONLINE SCHEDULING of Tables Il and Il shows that MoveRightExpress is much
more efficient than the basic MoveRight algorithm. Again, the

_The offline version of the MoveRight algorithm lends itselfjy|ations were performed on a 800 MHz Pentium Il machine.
nicely for online use by means of a look-ahead buffer. For con- |n contrast, one could also consider the following “dynamic

creteness, consider the downlink scheduling problem when th@sek-ahead scheme”. Set the transmit time of the first packet,
are K distinct receivers (and hence energy functiondotlif- = L. Buffer all subsequent packets which arrive in the
ferent typesiw, ..., wk). We are required to schedule packinterval [0, L]. Schedule the second transmission using the
ets arriving during the time interva0, T]. Given the energy MoveRight Online algorithm in the interval, 2L]. Suppose
functions, the MoveRight algorithm provides the optimal offlin@iccording to this schedule, the transmit time of the second
schedule. packetisr; i.e., it transmits fronL to L+7,. At L+7», we have

For an online implementation of the MoveRight algorithm@ccess to all packets that arrived in the intefdal + 7,]. Given

buffer all packets which arrive in the intervf), L], where
L <« T. Using the MoveRight algorithm, schedule these pack-3Extending this to variable-length packets is straightforward, see [8].
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[ % Opt. | No. of Passeg Run-time (sec)] O 55
10 12 0.0 '
5 13 00 Lt - - Dynamic L.A. 15
1 20 0.1
0.1 40 0.1 1f 425
‘ -7 m
TABLE Il T 3
THE NUMBER OF PASSES AND THE RUNTIME OF MOVERIGHTEXPRESS %0'87 -7 1 %
FOR PACKETS WITH DIFFERENT ENERGY FUNCTIONSAS CONSIDERED IN & wsl Delay /,/’/ 1is é’-‘?
THE SCENARIO OFTABLE II. k//‘ E
0.4\ /’/ 11
N Pt Energy
0.2 ::f":\\____ [\ los
these packets, again using the MoveRight Online algorithr |~ 7777777 Tt oo ooy
schedule the third transmission in the intef\ah- o, 2L + T2). T I S ST
Proceeding thus, we may schedule packets one at a time by _, Look-ahead Window Size

nar_mca”y taking new arrivals into account. If no r_‘e"" _paCketﬁg. 4. Comparison of the Online Static and Dynamic Look-ahead schemes as
arrive and the buffer gets empty, then the next arrival is sched- the size of the look-ahead window increases. The packet generation, energy
uled for a duration of. and the scheme proceeds as before. functions, and” used are the same as for Figure 3. The combined rate was
0.6packets/unit time. The MoveRight algorithm gives enefgy x 1(f,
and delay o87.56.

x102 x108
10

25

— Move Right
Static L.A.
— — Dynamic L.A.

Another interesting comparison is between the two online
schemes mentioned above, as the size of the look-ahead win-
dow, L, varies. Clearly, larger values @f will make the on-
line schemes compete better with the offline scheme in terms of
energy, but will increase the delay considerably. On the other
hand, small values oL will give good delay, but at the ex-
pense of energy efficiency. This suggests that there is a good
choice for the size of the look-ahead winddw,which trades-
off energy-efficiency and delay optimally for a given distribution
2 of the arrival times. Figure 4 illustrates this trade-off when there

are two users and the packet arrival times are independent Pois-
son processes. We notice that the energy curves have a sharp

Delay
19)0ed/ABlau]

8.1 02 03 04 05 06 07 Pl knee around. = 20, suggesting that most of the gain in energy-
Arrival Rate (pkts/unit time) efficiency is obtained with a look-ahead window of this size.

Fig. 3. Comparison of the Online Static and Dynamic Look-ahead SChe’@)?tenSion to Channels with fading' Suppose that the fading
with the Offline MoveRight algorithm for a two-user downlink channel. fthe ch | h | y K I h d
The users’ packets arrive according to two independent Poisson proce§§@£e ofthe c a_nn_e (or channels) is no_W” causally, _att een
with identical rates. The energy functions used %(212/7 _1)and Of €ach transmission to both the transmitter and receiver. Also
16><6104 7(212/7 1), T — 10000, and the look-ahead window for eachSUPPOSE t_hat the fa_dlng changes slowly c_ompared to the packet
rate is chosen so that the energy/packet for static lookahezatisiarger transmission duratioff. Knowing the fading state at time
than that for the optimal offline. The simulated delay and energy/packgttantamount to knowing the energy functions of all packets
functions are plotted as a function of the combined arrival rate. (given this fade-state). With these assumptions, the dynamic

look-ahead scheme described can be readily used: The trans-

Of course, one expects the dynamic look-ahead schemeMéssion duration of the first packet is computed by running the
outperform the static look-ahead scheme since it uses more Wfi2veRIghtExpress algorithm with this set of energy functions.
formation. However, the dynamic look-ahead scheme intré\fter the first packet is transmitted, the current fading state is
duces considerable extra complexity, since it needs to run {#ged to compute the transmission duration of the second packet,

MoveRight Online algorithm foeverytransmission. This is in &nd o on.

contrast to the static look-ahead scheme, which only runs the

MoveRight Online algorithm once for each look-ahead window V. CONCLUSIONS

of length .. This extra complexity would be worth it if the dy- )

namic look-ahead scheme considerably outperforms the statid€cently, there has been a lot of research effort directed to-
look-ahead scheme. But, Figure 3 shows that the differené@rd the design of low power signal processing and computing
in energy and delay performance between the two schemeg€iiguitry. On the networking side protocols are being designed

negllglble and quite competltlye with respectto the offline aIgo"‘These are standard assumptions for the slowly fading wireless channel in the
rithm when there are two receivers. literature (see, for example, [7]).
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for minimum-energy routing, and for power control to mitigate APPENDIX
interference.
CONVERGENCE PROPERTIES OF THEIOVERIGHT

We considered the energy-efficiency of packet transmission
ALGORITHM

in several scenarios arising in wireless networks. For the down-
link channel, we formulated the energy-efficient offline schedul- . . . .
ing problem as a convex optimization problem and exploited its Here we prowde a proof for Lemma 2 in Section II-B, which
special structure to provide an efficient optimal algorithm, calle@ves an estimate for the worst-case number of iterations for the
MoveRight. We showed that MoveRight also optimally solve§onvergence of the MoveRight algorithm. For this analysis it
the downlink problem with additional constraints imposed big @ssumed that the energy functions are identical and that all
packet deadlines and finite transmit buffers. For the uplink (mupackets are available at tinfe The justifications for these as-
tiaccess) problem, MoveRight optimally determines the offlingumptions were dISCUSSed in Section 1I-B. From [5], we know
time-sharing schedule. A very efficient online algorithm, callefhat the optimal scheduling times are equal.

MoveRightExpress, that uses a look-ahead buffer of small siegoof of Lemma 2:Let > 0 ands¥, fori = 2,...,M — 1
was shown to perfom competitively with the optimal offlineandx > 1, be the start-times of the packets at the beginning
schedule in terms of energy efficiency and delay. of the kth pass of the MoveRight algorithm, whesé = 0,
Further work consists of integrating the ideas developed f" i = 1,..., M, sf = 0, andsf}, , = T,¥k > 0. The
this paper with network-wide, decentralized, minimum-energ@r‘gorithm is said to have-converged to the optimal solution if
transmission protocols. max;(s;” — sf) <.
Observe that thes follow the recursions! = L(s¥ | +
siTl),Vh > 1,0 = 2,... M. Letsk = [shshshsh sk |,
REFERENCES then the recursion can be rewrittensds= I';;s* 1, where

[1] B.Chen, K. Jamieson, H. Balakrishnan, and R. Morris, “Span: An Energy-
Efficient Coordination Algorithm for Topology Maintenance in Ad Hoc

Wireless Networks,” ACM Mobicom 2001, Rome, Italy, July 16-21. ( 1 0 0 0 <o - 007
[2] T. Cover, J. ThomasElements of Information Thegryiley Series in 1 0 1 0 0 0
Telecommunications, John Wiley & Sons, 1991. 2 2
[3] A.ElGamal, E. Uysal-Biyikoglu and B. Prabhakar, “Reliable Communi- i 0 i % o o0 - - - 0
cation with Minimum Energy,” pre-print.
1 0 1 1 L g 0 0
[4] L. Feeney and M. Nilsson, “Investigating the Energy Consumption orM _ 8 8 14 2
a Wireless Network Interface in an Ad Hoc Networking Environment,”
Proc. IEEE Infocom 2001
[5] B. Prabhakar, E. Uysal-Biyikoglu and A. El Gamal. “Energy-efficient
Transmission over a Wireless Link via Lazy Packet Schedulifgtc. 1 1 1 1 1
oM —1 0 oM —1 oM =2 4 92
IEEE Infocom 2001
[6] M.B. Pursley, H.B. Russell, J.S. Wysocarski, “Energy-efficient transmis- L 0 0 0 1.
sion and routing protocols for wireless multiple-hop networks and spread-
spectrum radios,” innformation Systems for Enhanced Public Safety and
pectr y Y& Therefore, we havés™® — s*||, = [|s® — T, 5% =
Security|EEE/AFCEA EUROCOMM 2000. Page(s): 1 -5 Hrﬁ/l(soc _ 50)”0(:1 wheres® — gopt — [0 % % T]t.
[7] T.Rappaportiireless Communication, Principles and PractiBeentice- This implies thats™ — s® = [0 7L =2 ... w 0]t.
Hall, Inc. N.J.,1996. DefineI”,, as the matrix obtained by removing the first row,
first column, last row and last column af,,. Lets =
8] E. Uysal-Biyikoglu, B. Prabhakar and A. El Gamal, “Energy-efficient _ _ ! —(M—
el ysarBEiyieeg v L =2 —(MUTYE S Now observe thaf|Th, (s —

Transmission over a Wireless Link via Lazy Packet Scheduling,” Submity ko~
5 )loo = T3]l co-
, , _ , Let Xy, be the largest eigen-value (in magnitude) of
[9] J.E. Wieselthier, G.D. Nguyen, A. Ephremides, “On the construction Ti, ki~ 1k~
v Therefore, we have|\u|*||5]la > |[|IT'38]l2 >

ted tolEEE Transactions on Networking

energy-efficient broadcast and multicast trees in wireless netwdttas” ||F'§4§||oo- Hence, for all k, such thaL\M|k||§||2 <

&,
IEEE Infocom 2000
we have|l'h /8l < e [I3], = T/ MMDEMD
[10] M. Xiao and N. Shroff, E. K. P. Chong, “Utility-Based Power Control I _ _ o -
(UBPC) in Cellular Wireless Systemdtoc. IEEE Infocom 2001 Ty\/5. Taking T to be fixed, this implies for allk >

ogVHE) o (1loeVM=") Y e havel| "% 3|0 < e.
log(1x0-7) log(uiﬂ) ’ M=Hloe =



INFOCOM 2002

T

Below is a plot of 7E Y =) V%)) for T = 10000, = 0.1, M =
Y Y3l
1,...,1000.
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Fig. 5. Number of passes versus number of packets assufhiagl 0000 and
e =0.1.
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